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ABSTRACT 

Credit card is the commonly used payment mode in 

the recent years. As the technology is developing, 

the number of fraud cases are also increasing and 

finally poses the need to develop a fraud detection 

algorithm to accurately find and eradicate the 

fraudulent activities. This study proposes a variety 

of machine learning algorithms such as logistic 

regression, random forest, and Naive Bayes for 

handling the highly unbalanced dataset. Finally, 

this research work will calculate the accuracy, 

precision, recall, f1 score, confusion matrix, and 

Roc-auc score. 
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I. INTRODUCTION 
This research is primarily concerned with 

identifying the fraudulent credit card transactions. 

To achieve this goal, the fraudulent and non-

fraudulent transactions must be classified. Using 

machine learning based classification algorithms, 

the primary goal is to develop a fraud detection 

algorithm that finds fraud transactions in less time 

while maintaining high accuracy. Due to 

technology's rapid advancement, payments by cash 

are being reduced and online payments being 

increased, allowing fraudsters to make anonymous 

transactions. 

Online payments may require only card 

number, expiration date, and CVV, and this 

information can be lost without the merchant's 

knowledge, sometimes without them even 

knowing. In the case of online purchases, fraudsters 

abuse phishing techniques to gain our details. Our 

systems may have been compromised at the time 

you provide us with data. A fraudster needs only 

the user's credit card information for some 

purchases to carry out fraud, and the user may not 

even know that the information has been leaked. 

While card information should be kept confidential, 

sometimes it is out of our hands. To determine 

whether a transaction is fraud or not, The 

customer's spending pattern must be determined. 

Phishing websites may leak information, and the 

card itself may be lost or stolen. Machine learning 

can be used to identify whether a is genuine and 

based on existing data. 

 

Types of Frauds: - 

 Data phishing 

 Application Fraud 

 Card Theft 

 Online and Offline 

 Telecommunication Fraud 

 

II. RELATED WORK 
There are many studies that try to find 

whether a transaction is fraudulent or not. Still 

having many challenges and trying to overcome 

those problems. Fraud in any form is criminal. 

Credit card fraud is theft.  
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Fig.3.1: Workflow overview. 

 

Many companies use Data Mining 

Techniques to find fraud by using some traditional 

methods, which are no longer prevalent, and this is 

because fraudsters have become so sophisticated 

that they can commit fraud even if they do not 

follow the rules. Therefore, using Machine 

Learning is the conventional method. 

 

Additionally, machine learning comes 

with its own set of challenges. Kaggle data has a 

great deal of imbalance, which could provide us 

with the best algorithms for the given challenges. 

The algorithm is accurate to a maximum of 99.9% 

even if it is not good due to the heavy imbalance. 

Here, the oversampling is considered to provide us 

with good results as in , Outlier detection and 

removal algorithms are used to accurately predict 

fraudulent transactions in a credit card transaction 

dataset as in.  

 

Outlier data enables the detection of 

anomalous activity. Fraudsters are so clever that 

after a large number of algorithms and mechanisms 

are proposed to stop fraudulent transactions, they 

always find new ways to make anonymous 

transactions, and sometimes even the proposed 

algorithm cannot determine whether the transaction 

is fraudulent or not. In order to stop these frauds, 

the proposed algorithm should be made to learn 

from past frauds so it can be used to prevent future 

frauds. It can even detect the fraud before it occurs. 

 

III. METHODOLOGY 
The dataset was obtained from Kaggle, a 

data analysis website that provides datasets. This 

dataset consists of 31 columns, 28 of which are 

named v1-v28 to protect sensitive data. There are 

also columns for Time, Amount, and Class. 

Immediately following a transaction is a time gap 

shown by time. Money transacted is amount. Valid 

transactions are classified into class 0, and 

fraudulent transactions are classified into class 1. 

Plotting different graphs allows us to check for 

inconsistencies and to comprehend the data 

visually: 

 
Fig.3.2: This graph shows that the number of 

fraudulent transactions is much lower than the 

legitimate ones. 
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Fig.3.3:-This graph shows the times at which 

transactions were done within two days. It can 

be seen that the least number of transactions 

were made during night time and highest during 

the days. 

 

After checking this dataset, we plot a 

histogram for every column. This is done to get a 

graphical representation of the dataset which can be 

used to verify that there are no missing any values 

in the dataset. This is done to ensure that we don’t 

require any missing value imputation and the 

machine learning algorithms can process the 

dataset smoothly. 

After this analysis, we plot a heatmap to 

get a colored representation of the data and to study 

the correlation between out predicting variables and 

the class variable. This heatmap is shown below: 

 
 

The dataset is now formatted and 

processed. The time and amount column are 

standardized and the Class column is removed to 

ensure fairness of evaluation. The data is processed 

by a set of algorithms from modules. The following 

module diagram explains how these algorithms 

work together: This data is fit into a model and the 

following outlier detection modules are applied on 

it: 

 

1. Random Forest 

2. Logistic Regression 

3. Logistic Regression 

 

These algorithms are a part of sklearn. The 

ensemble module in the sklearn package includes 

ensemble-based methods and functions for the 

classification, regression and outlier detection. This 

free and open-source Python library is built using 

NumPy, SciPy and matplotlib modules which 

provides a lot of simple and efficient tools which 

can be used for data analysis and machine learning. 

It features various classification, clustering and 

regression algorithms and is designed to 

interoperate with the numerical and scientific 

libraries. We’ve used Jupyter Notebook platform to 

make a program in Python to demonstrate the 

approach that this paper suggests. This program can 

also be executed on the cloud using Google Collab 

platform which supports all python notebook files. 

Detailed explanations about the modules with 

pseudocodes for their algorithms and output graphs 

are given as follows: 

 

a. Dataset and Machine Learning 

Libraries 

The dataset contains transactions of 

European credit card holders of September 2013 

for two days it contains v1-v28 PCA [4] feature 
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because of confidentiality issues and Time, 

Amount, which are known features and class with 0 

and 1 where 1 means fraud 0 means non fraud. The 

model is implemented in google collab using 

Python as programming language. Libraries like 

Panda, NumPy, Matplotlib are used for further data 

pre-processing. 

 

3.2 Data Pre-processing  

The dataset is the first step before any analysis. The 

information () and the description () methods were 

used. Null and missing details should be 

addressed.  Using sklearn to handle missing values, 

To import simple imputer class. Override the 

default value of the object class to replace the 

missing data with the average value of the object 

class. 

3.3 Feature Extraction  

Irrelevant characteristics detract from the model's 

performance. Our model was improved by 

identifying the most relevant properties of the 

dataset. PCA is a dimensionality reduction 

technique for identifying correlations and patterns 

in a dataset, so as to make it easier to transform the 

dataset into significantly lower dimensions without 

sacrificing data integrity. Its main aim is to remove 

inconsistencies, Redundant data, highly correlated 

features. 

 

3.4 Data Splitting  

Data set is split in the ratio of 0.65:0.35 where the 

former is test data and latter is testing data. 

 

3.5 Machine Learning Model Training  

In this study, Random Forest, Logistic Regression, 

and Nave Bayes were used as machine learning 

techniques. 

 

 

3.5.1 Random Forest 

 Random Forest is a classification algorithm in 

which it contains many numbers of decision trees 

for different subsets of the dataset and average of 

all decision trees accuracy and improves the total 

accuracy. If number of decision trees increases the 

accuracy of random forest also increases the 

random forest is same as decision tree, but it 

contains main of them from which a better outcome 

can be expected. 

 

3.5.2Logistic Regression 

It is used for both classification and regression, but 

it is widely used for classification. The output is a 

binary belonging to one of the classes. It is used to 

predict output with the help of dependent variables. 

This algorithm easily binary classification to two 

values 0 or 1 

   (1) 

 

Eq. 1 Explains the principle and how the logistic 

Regression works. In above equation 

a0+a1x1+a2x2+⋯.... +anxn a0, a1…. an. are 

coefficients and x1, x2…...xn are independent 

variables, p is outcome. 

 

3.5.3Naïve Bayes Classifier (NB)  

 A classification algorithm which uses Bayesian 

principle to find the output. It takes the probability 

of an event (feature) with that probability it 

calculates the probability of another output and 

based on it shoes whether it is fraudulent 

transaction or not. 

 (2) 

Eq. 2 Explains the principle of Naive Bayes and 

how it works. The above equation is outcome of 

probability events naive bias uses Bayesian 

principle for predicting the outcome.  

 

Confusion matrix: By providing information about 

correctly and incorrectly classified classes, the 

confusion matrix provides us with more knowledge 

about how our prediction model performs.

 
Figure3.4: Confusion Matrix Formation 

 

Accuracy: Accuracy is the percentage of correctly 

predicted outputs 

Precision: Number of correctly classified outputs 

can be used to measure the degree of precision. 

Recall: the measure of our model correctly 

identifying True Positives  

F1 score: Average of Precision and Recall. 
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IV. EXPERIMENTS AND RESULTS 
The accuracy, recall, precision scores were 

calculated as well as the ROU-AUC scores and the 

Confusion Matrix for finding the best algorithm. 

Our strategy will be to explain our results after 

analyzing the data with data mining techniques in 

order to determine which algorithm is most suitable 

for our requirements. (Class 0 means Genuine 

transaction and 1 means fraud transaction.). 

 

Accuracy in terms of true and false binary 

representation is:  

  

𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲 =
𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐬 + 𝐓𝐫𝐮𝐞 𝐍𝐞𝐠𝐚𝐭𝐢𝐯𝐞𝐬

𝐓𝐨𝐭𝐚𝐥  𝐧𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐬𝐚𝐦𝐩𝐥𝐞𝐬
 

Recall can be calculated through obtained true and 

false positives as follows: 

  

𝐑𝐞𝐜𝐚𝐥𝐥 =  
𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐬

𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐬 + 𝐅𝐚𝐥𝐬𝐞 𝐍𝐞𝐠𝐚𝐭𝐢𝐯𝐞𝐬
 

 

Precision is identified as follows:  

 

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧

=  
𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐬

𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐬 + 𝐅𝐚𝐥𝐬𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐬
 

 

The F-measure is calculated through precision and 

recall as follows:  

 

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 =  
(𝟐 ∗ 𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 ∗ 𝐑𝐞𝐜𝐚𝐥𝐥)

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 + 𝐫𝐞𝐜𝐚𝐥𝐥
 

 

4.1 Random Forest Classifier:  

The accuracy score, confusion Matrix, precision, 

recall, f1-score is shown in figure below : 

 

 
 

Figure 4.1:Shows Accuracy, confusion Matrix 

and Classification Report of RF Classifier 

 

4.2 Logistic Regression: 

The accuracy score, confusion Matrix, precision, 

recall, f1-score is shown in figure below: 

 

 
 

 
Figure 4.2: Shows Accuracy, confusion Matrix 

and Classification Report of logistic Regression. 
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4.3 Naïve Bayes Classifier: 

 

The accuracy score, confusion Matrix, precision, 

recall, f1-score is shown in figure below: 

 
Figure 4.3: Shows Accuracy, confusion Matrix 

and Classification Report of logistic Regression. 

 
 

V. CONCLUSION AND FUTURE 

SCOPE 
In this paper , the algorithms decision 

Random Forest, logistic regression, naive bayes 

classification [5] machine learning algorithms, 

results show that Random Forest classifier 

performs best with having 99.1% accuracy, 100% 

precision, 91.1111% recall, 95.3488% f1 scores 

and 95.5555 ROU-AUC score. By using 

oversampling technique and applying algorithms, 

random forest was identified as the most effective 

algorithm. However, there are differences between 

all three algorithms depending on whether the 

decision is fraud-related or not, or by making a 

particular feature the root and gaining information 

from all trees. 

  

All algorithms performed almost the same, 

but if some more real-world data is added, then the 

accuracy should increase [1]. To achieve 100% 

accuracy is not possible. The model accuracy can 

be further enhanced by utilizing multiple sampling 

techniques. Various techniques can be used for this 

purpose. The use of more refined algorithms with 

higher predictability can be supported by 

imbalanced datasets. Using a genetic algorithm and 

more data can help us train the model to yield 

better results. 
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